SAMPLING
Recall population versus sample.  Sampling =  how do we get our sample.   It turns out to be easy to get a bad sample, and usually impossible to get a perfect sample, but with some work possible to get a pretty good sample.  People get bad samples out of ignorance or because they have some bias and get data that support their point of view.
Observation versus Experiment: 
In an observational study investigators observe subjects and measure variables of interest without assigning treatments to the subjects.  The treatment that each subject receives is determined beyond the control of the investigator.

In an experiment investigators apply treatments to the experimental units (subjects) and then proceed to observe the effect of the treatments on the experimental units (subjects).

Two variables are confounded when their effects on a response variable cannot be distinguished.

Recall the example about hormone replacement therapy in menopause aged women and reduction of heart attacks.  At first observational studies were done and it was found that women that had the hormone replacement therapy had fewer heart attacks.  Later experiments showed no difference.  What happened was that in the studies the hormone replacement therapy was confounded with the women’s general attitude about their health.  Before experiments were done we could not tell how much each deserved for the lower risk of heart attacks.  After the experiments were done it was found that the hormone replacement therapy deserved none of the credit.  Well designed experiments can defeat lurking variables.
Recall the example about mothers and daughters BMI.  The genetic factor and the environmental factors are confounded (mixed together).  We can’t say how much of the effect is due to each without and experiment.
Which is better to drink, beer, hard liquor, or wine?  Studies show that people who tend to mostly drink wine are healthier.  However, studies also show that people who drink mostly wine have differences with the other two groups.  These differences are confounded with any possible benefits of wine.  Wine drinkers tend to drink less, eat healthier, are less likely to smoke, and are wealthier.  Certainly these variables not mentioned when just looking at drink choice and health might do most if not all of the explaining of the apparent health benefits of wine.  Does this mean that wine does not have added health benefits?  How could we tell (almost) for sure if wine had added health benefits?
Here is a case where a “good” sample is actually bad.  Suppose a large florist is deciding whether or not to accept a shipment of roses.  The florist asks a recently hired employee to go into the truck where the shipment is and get a sample of 10 roses.  What do you think this employee will do?  Would you be surprised if after accepting the shipment the florist is not happy with the overall quality of the roses?

Convenience Sampling is a sample that takes the members of the population easiest to reach.

Sampling at a mall is an example of convenience sampling.  There is bias in favor of teenagers and retired people.  There is bias in favor of richer people.  There is bias against poorly dressed and tuff looking people.  Basically any sample from a mall is not representative of any population of interest.

Voluntary Response Samples consist of people who choose themselves to respond.  These are almost always biased towards those with strong opinions (usually negative).  They are extremely easy to get and are all over the Internet and television.  Results from such samples should never be trusted.  It is hard to miss them, but as you become more statistically literate, you will learn to ignore them.
The Ann Lander’s example earlier that said that 70% of parents regret having children was an example of a voluntary response sample.  Parents choose whether or not to write in.  Here is another example.
The AFA (American Family Association) is a conservative group that claims to stand for “traditional family values”.  It regularly posts online polls on its website.  Most of the visitors to its website are people that agree with the AFA.  So not surprisingly the results of their polls always support the opinion of the AFA.  Don’t be surprised if such groups then try to have the mainstream media give the results of their bias polls as representing all Americans.  If you are statistically literate you will not believe such things.  In 2004 the AFA posted a question about same sex marriage.  Almost 1,000,000 responses came in, but as a surprise, the results were about 2:1 in favor of legalizing same sex marriage.  What happened was the AFA underestimated the power of the Internet and liberal groups were told about this online poll and flooded it with responses.  Of course the AFA was upset that their poll was skewed.  However, it was never upset when it was themselves that was skewing their own polls.  Just for the record well designed opinion polls show those favoring same-sex marriage is around 40%-50% as of 2004 and increasing.

SRS=simple random samples, often the perfect way to sample, note that many times you can’t do this, but with carefulness you might be able to come close. 
One can obtain a SRS by using a table of random digits.  You do this by first labeling each member of the population with a different numeric label of the same length.  You then use the table to pick sequences of numbers of the same length and when one of these sequences match your labeling you have an element of your sample.  Note the hard part would be to label the entire population!

There are other sampling designs that are sometimes better than SRS.  As an example ASCAP /BMI represents the composers of music and in 2005 took in over $750,000,000 in licensing fees.  How should they disperse the money to the composers?  As of 2008 it keeps track of all performances on the three major networks (ABC, NBC, and CBS).  But as far as radio stations it is still too difficult to keep track of all performances.  Perhaps eventually every radio station will be required to report all songs played with the date and time.  But for now they rely on a sample.  ASCAP/BMI does what is called a stratified random sample.  It divides the radio stations into hundreds of groups called strata determined by location, size, type of music, etc.  It then randomly selects some of these stations and then randomly selects some times to record them throughout the year.  It ends up with thousands of hours of tape and people listen to these tapes and keep track of the composers.  This sampling is called stratified random sampling. The important thing to note here is that if there is a lot of money involved that means people want to get a good sample and will work hard to get such a sample.  Although it would be easier to just let the AFA have an online poll and let people who go to their website decide how the $750,000,000 should be divided up amongst the composers!
More problems with sample surveys


Undercoverage occurs when some people of the population are left out due to the process of choosing the sample.

Example: If your population is all households in a city and your method involves phone calls to these households between 7:00pm – 8:00pm M-F until you reach someone, then there is undercoverage in that you are leaving out people that don’t have phones and are not home during the time you call.
Nonresponse occurs when an individual chosen for the sample can’t be contacted or refuses to participate.

Nonresponse and undercoverage can be problems because the people that do not respond may differ significantly when it comes to the question of interest from those who do respond, and those that are left out of the sampling procedure may differ significantly from those who are included.

The US Census suffers from both undercoverage and nonresponse.  Despite the hard work of many people involved in the census it is not possible to be perfect.  Although with super intense sample study of some areas it is possible to get a fairly reliable estimate to mistakes in the original census.  For example it is estimated that the undercount in the 1990 census was about 1.85%.  It is estimated to be worse for blacks at about 5.7%.  It is even possible that retired people that live in two states may have been overcounted.  The census has many purposes such as accurately apportioning congressional districts, the allocation of federal funding for education programs in states and communities, the allocation of federal dollars for law enforcement, federal highway projects, aid to farmers and many other federally financed activities and programs, and a wide variety of economic statistics that become the basis of the nation's economic policies just to name a few.  The question then becomes whether or not to use sampling techniques to give the best estimate or to stick with the original counts the census gives.  Statistics can’t answer this question, but knowing the statistics allows for an intellectual discussion of what is best.
Nonresponse in general is a worse problem.  News media and opinion polling firms do not report their nonresponse rate.  The Pew Research Center for the People and the Press decided to imitate one of these surveys.  When they did 1658 out of 2879 were never home, refused or would not complete the survey.  They did not care about the answers to the questions, just whether or not they got answers. That’s a nonresponse rate of 58%.
One way you can decrease nonresponse is to make your questionnaire shorter.  You should come straight to the point and not waste time on information that you don’t really care about.

Sometimes nonresponse creates no bias, but what do you think of the following example.

Suppose a large city is deciding whether or not to use tax money to build a new stadium for its NFL football team.  A newspaper is curious what the residents think and so they send out a mail questionnaire to 10,000 addresses picked at random.  Suppose the cover letter makes it clear it affects the local NFL team (perhaps the team logo is on the letter), but does not make clear (until you read the questionnaire that tax money is involved).  Do you think all 10,000 questionnaires will be returned?   Do you think that even half will be returned?  Do you think people that would like a new stadium and those that do not will have the same rate of mailing the questionnaires back?  What sort of bias do you think will result if the newspaper relies only on the returned questionnaires?  Should they put a story in their paper telling the residents what they think about the potential new stadium?
Remember that people undercovered or that are nonresponders may be in your population and may differ from those who are covered and respond.  This could make your results bias when you attempt to extend them to the population.
Wording of questions can create problems too.
How do you feel about help for the poor?  In 1992 a New York Times/CBS poll found out that 13% thought we were spending too much on “assistance to the poor” but 44% thought we were spending too much on “welfare”.

What do you think about the following questions on physician assisted suicide?

Sometimes people are suffering from slow painful deaths such as from certain kinds of cancer or MS and would like to die with dignity.  Do you think that it ok for a physician to assist in a suicide with such patients?
Sometimes people that have a serious disease surprise doctors and recover.  Do you think that it is ok for a physician to help kill one of his patients?
This wording of questions can be done subconsciously or on purpose.  Many times groups of people will hire pollsters to word questions to get a desired response.  For example perhaps Democratic and Republican pollsters want to show that their candidate reflects values which the majority of Americans believe.  Both with wording of questions could argue for their candidate.

Sensitive questions and forgetful people can be a problem too.  For example asking people about drug use or men about violence will give bias results.  Questions about seatbelt use and going to the dentist in the last six months will also give bias results.
Questions asked by the wrong people can also be a problem.  The Miami Police Department was once interested in black residents’ attitudes towards police.  So they carefully prepared a questionnaire and selected a sample of 300 households at random in predominately black neighborhoods.  They then sent a uniformed black police office to the house to have the residents fill out the questionnaire.  What do you think about the bias here?
Some questions just beg a certain answer.  Suppose there is a 6 month program designed to improve health.  Participants are asked at the end of the program a question such as “do you think your overall health has decreased a lot, decreased a little, stayed about the same, increased a little, or increased a lot during this program”.  What sort of answers are people going to give?  (You could perhaps fix this problem by having the people rate their health on a 1-10 scale at the beginning and again at the end after they forgot their original answer.
Despite the many difficulties with sampling, sample surveys can still be useful if done carefully.  Once you have a good sampling technique then the larger the sample the better.  A large sample is of no use if the sampling is done badly.  If the sampling is done at random quite often surprisingly small samples can give pretty good results.  Look at the graph of the DMS in wine example.  It should also be noted that there are methods to try to attempt to correct for the difficulties with sampling.  It should also be noted that some problems are minor and some are major, the hard part is figuring out if a sampling difficulty creates a minor problem or a major disaster.
EXPERIMENTS
Subjects: the individuals of interest in an experiment

Factors: the explanatory variables in an experiment (the variables that will be controlled to see if they cause the response variable(s) to change)

Treatments: any specific experimental condition applied to the subjects (any combination of different values of the factors)

Example: What are the effects of good day care?  The Carolina Abecedarian Project took a group of low income black infants in Chapel Hill, NC.  They divided them at random into two groups.  One group got an intensive preschool program and the other group did not get the preschool program.  This experiment had one factor (preschool) with two levels (yes, no).  There were many response variables.  Cognitive test scores at age 21, age of first born child, how many years of school completed, likelihood of attending a 4 year college are just some of the response variables.
Example: What are the effects of TV advertising?  Suppose a group of 60 undergraduate students are found to be subjects for an experiment that consists of watching a 30 minute TV program with a commercial about a new music CD.  Some subjects see a 60 second commercial; others see a 30 second version.  The commercial is repeated either 1, 3, or 5 times.  The response variable is their desire to purchase this CD.  This experiment has 6 treatments given in the diagram below.  Can you think of other treatments that this experiment did not investigate?

	
	1 time
	3 times
	5 times

	30 sec
	Treatment 1
	Treatment 2
	Treatment 3

	60 sec
	Treatment 4
	Treatment 5
	Treatment 6


How many students will be subject to each treatment?

Examples of BAD experiments:
Example:  We wish to see if a new variety of corn has a higher yield than the standard variety.  This year only the new variety of corn is planted and the yield is higher than the average yield for the standard variety from past years.  Does this mean the new variety is better?  Why not? Why is this not a good experiment?  This is called an uncontrolled experiment.  How can this experiment be fixed?  The answer is to do comparisons.  Plant both varieties of corn (standard and new) in equal conditions and then see which one does better.

Example: We wish to perform an experiment to see whether an online version of a Stat course is better than an in class version.  We have data from two teachers.  Teacher A teaches an online class and the average grade point for the students in this class is 2.94.  Teacher B teaches a regular class and the average grade point in this class was 2.33.  So we conclude the online version is better.

What are the problems?

One is that the online class won just by luck since we only have a sample of students.  But a worse problem is the teachers may not be the same.  For example Teacher A might be an easier grader.

We can almost fix the luck problem by having larger samples.  We can fix the difference in teachers by having the same teacher do both types of classes with the same tests.  Let’s suppose the online version got a 2.94 and the in class version a 2.33.  Except for luck can we be sure that the online version is better?  The answer is NO, there is still a big problem, and what is it?

It may very well be that the type of students that take the online course and the in class version are different.  Perhaps the types of students that take the online course are more mature and responsible.  If this was the case the online course has an advantage since it has better students.  How can we fix this problem?  The answer is easy; we divide the students up randomly between the two courses.  
Notice that the way to fix these two bad examples is to do comparisons and use random assignment of the subjects to the treatments.  When this is done it is called a randomized comparative experiment.  The standard variety of corn and the in class version of the statistics course are the control groups.  
The online versus in class experiment done correctly can be outlined with a diagram.  Assume there are 50 students available.

[image: image1]Here is another outline of a good experiment.
Example:  Suppose we have 90 people with high blood pressure to test an exercise program and a new drug for lowering of blood pressure.  We should have a control group that gets nothing.  Here is an outline.
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In a completely randomized design all the subjects are divided up at random to all the treatments.  The examples above are completely randomized designs.  We will see some comparative randomized designs that are not completely random below.
Principles of Experimental Design:  Control lurking variables by comparing two or more treatments, randomize how you divide up the treatments to the subjects (this also helps get rid of lurking variables), the more subjects used the better (note this last principle is worthless if the first two principles are not met).
An observed effect that would rarely occur just by chance is called statistically significant:  Below is an example.  But we first need to say that a placebo is a dummy treatment that gives the subjects idea that they are getting an actual treatment.  Many people respond favorably to any treatment and attention.  To make sure that the attention or the idea that they are getting real treatment is not the reason for any results we use placebos.  A double blind experiment is one in which neither the subjects nor the people that interact with them know what treatment, including a placebo treatment, is being given.  Why is this important?  Imagine patients with a deadly form of cancer are subjects in an experiment to see if a new drug helps cure this cancer.  We can’t give the drug to everyone or else the experiment is uncontrolled.  What if the doctor that may have known the patient for years knew he or she was just giving the patient sugar pills.  Don’t you think that there is a possibility the patient might pick up on the negative feelings of the doctor?
Examples to illustrate statistically significant: Gastric freezing is a treatment to cure ulcers.  Patients swallow tubes and a cool fluid is pumped into the stomach with the idea that it might reduce stomach acid and help cure ulcers.  Suppose that in an experiment that 37% of the placebo patients (they still swallowed the tubes, but body temperature fluid was pumped in) got better and 33% of the gastric freezing patients got better and the sample sizes were about 80, do you think the difference is statistically significant (i.e. do you think there is a decent chance that if the experiment was repeated that the placebo instead of winning by 4% would loose, if so you don’t think the difference is statistically significant)?  What if the sample sizes were the same and it was placebo 27% and gastric freezing 69%?   Many presidential surveys are very accurate just before an election and only have a few hundred people surveyed, so that a survey of 10,000 is much better if done in the same manner.  What if in a well-designed presidential poll with 10,000 surveyed on the day before the election, it was candidate A with 52% and candidate B with 48%?   What if I toss two coins 4 times each and coin A gets 75% heads and coin B gets 25% heads?   The key is that statistically significant depends on sample size and difference (and size may matter more), and this is assuming the sampling was done well, if not done well, statistically significance can’t be determined.  Note there are different levels of statistically significant.
A potential problem with experiments is lack of realism in which experimental conditions do not match real world conditions.  
Example:  Recall the commercial for the CD above.  Students told they are part of an experiment do not behave the same way people do when they watch TV at home.

Example:  Before the center brake lights were required, experiments on fleets of rental cars showed adding the 3rd light reduced rear-end collisions by about 50%.  Yet when the 3rd brake light was required by law rear-end collisions went down by only about 5%.  Why?
Matched pairs designs.  Instead of all treatments divided up randomly, we first pair people off so that one gets treatment A and the other treatment B, the subjects are paired up so that each pair is as closely matched as possible.  VERY often a matched pair is each subject with themselves, so that each subject gets both treatments like in the following example.

Example:  New Coke versus original Coke.  In 1985 after almost 100 years with the same formula Coca-Cola decided to change its formula. This historic decision was preceded by a top-secret $4 million experiment on 190,000 people, in which the new formula beat the old by 55 percent to 45 percent.  They performed a matched pairs design in which each person tasted both.  They picked the order of the tasting at random to eliminate any advantage or disadvantage to going first.  The new formula for Coke did not go over well.  Why not?
There is no reason this idea need be restrict to pairs, it could be triples or more.  Matched pairs with each person as their own control often give stronger evidence, but sometimes can’t be done (e.g. comparing two weight loss programs)
Block design experiments are experiments in which the subjects are first divided up into blocks which are individuals that are thought before the experiment begins to be similar in some way that might give favoritism to one or more of the treatments.  After the subjects are divided into blocks they are then divided up at random to the treatments.
A block design is one way to try to eliminate the possibility that luck will have one treatment beat another.  What is another way?

For example in the online versus in class problem above it might be thought that perhaps women will be better students and if one treatment gets more women then that treatment will have an advantage.  Even thought the advantage will occur by luck, we would like to try to eliminate this possibility.  To do so we can first block the men and women.  A diagram for such a block design is below.  Assume there are 30 men and 20 women.
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If we did not block the men and women do you think we would get 10 women in each group or do you think it might get say 7 in one group and 13 in another?  If we got 7 in one and 13 in the other and women were different than men then it could give one group an unfair advantage just by luck which we would like to not happen.
In the blood pressure problem we could block the subjects into groups by how high their blood pressure is, or perhaps also men and women, or perhaps by age.

Suppose Treatment A and Treatment B are being compared.  Suppose A beats B.  If the data are from an observational study, A could beat B for many reasons.  These reasons include A is better, luck, but also many lurking variables.  On the other hand, if the data come from a well designed experiment and A beats B, it is only because of two reasons.  Those reasons are A is better and luck.

