“O and E stuff”
O = how many observed

E = how many expected if Ho is true

Note that O’s and E’s are counts and not percents!

Use  
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  which has a 
[image: image2.wmf]2

c

distribution seen below.
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We will do two kinds of HT’s.

1. Ho: data distributed a certain way, Ha: its not

E’s are found by np, where n = total number of observations and p = probability of being in that category assuming Ho is true.     
 df = number of categories -1 

2. Ho: two characteristics are independent, Ha: they aren’t

E’s are found by (row total)(column total)/(grand total)

df = (number of rows -1)(number of columns -1)

We will explain why the E’s are found this way later in the semester.  Here we will also give some insight into why the df is what it is.  
In both cases the rejection region is always to the right.  This is because if Ho is true then the O’s should be close to the E’s which were obtained assuming Ho is true.

If you conclude that two characteristics are not independent, i.e., that they are somehow related, the chi-square test does not tell how they are related.  To find this out you need to do with well chosen percents like we did in homework assignment #12.

It should be also noted that in these tests if the sample is quite large there is a very good chance that a very minor difference (not practical difference) will show statistical significance.  

	To be mathematically precise
	To get useable/reasonable results

	Never, but as n’s increase you are closer and closer to mathematical preciseness.

Must have a SRS.


	You are OK if all the E’s are at least 10.

You are OK if the data can be thought to behave like a SRS.


Case 1 above is called the “Goodness of Fit Test”

Case 2 above is called the “Test for Independence”

You can also use the second HT to see if there is any difference between two or more groups on how the data from the population would be distributed into different categories by collecting a SRS for each group and combining all the data and treating it as one SRS.  This would be called a “Test of Homogeneity”.  If you can conclude any association between the groups and the different categories then you can conclude a difference between how the population data would be distributed amongst the groups.  The difference is subtle so here is an example.
We collect data all at once from a SRS of people and ask them what state they live in and what their religion is.  We then do a test to see if there is any relationship between the two (religion and state).  This is a “Test of Independence”.

We go to several different states and separately collect data from a SRS in each state about people’s religions.  We then do a test to see if the percentages of people in each religion differs any among the states.  This is a “Test of Homogeneity”.  
The key is that it is OK to do the second case above by pretending that all those SRS’s are just one SRS and do a test of independence.

So why is the df in the second case

(number of rows -1)(number of columns -1)?

If you make a two-way table and must preserve the column and row totals, then have freedom to choose numbers in all but one row and one column.  Once you get numbers in all but one row and one column, the last can be found by using the total.  This is only gives partial insight to the formula.
It should be noted that there are techniques to do these procedures that may seem very different but are mathematically equivalent to the procedures here.
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