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INTRODUCING PROBABILTY (for statistics as well as probability)
POPULATION:  all individuals of interest

SAMPLE:  the individuals actually studied

Example:  What percent of all adults have purchased a lottery ticket in the last year?
We can’t say for sure.  Why not?

However, we do have the results of a Gallup poll which surveyed a sample of 1523 adults and found that 868 said they had purchased a lottery ticket in the last year.  So we would estimate what percent of all adults have bought a lottery ticket in the last year?

List three distinct problems with the estimate.

What if the sample size was 6523 instead, do you think our estimate would go up, down, or just can’t tell?

If another sample of 1523 adults were taken would we get the same answer?  

We would like to know how our answer is likely to change from sample to sample.  This will give us an idea of how much we can trust the one answer we get.  For example if it is likely that we would get 57%, then 93%, then 18%, how much would you trust the 57%?  What if it is likely we would get 57%, then 58%, then 55%?

It turns out that with probability and statistics we can say that we are pretty sure the answer is pretty close to 57%. In this case we are 95% sure that the correct answer is within 3% of 57%.

Example:  Toss a coin 5000 times and graph the percent of tosses that are heads.  Repeat.

Trial A starts out THTT

Trial B starts out HHHH
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What idea is this example trying to illustrate?

Note how well the prediction of percentage of heads is after a perhaps surprisingly small number of tosses such as 50.

DISCRETE PROBABILITY MODELS:

To complete the model we need to assign probabilities to the outcomes.

Discrete basically means you can list all the outcomes(even if there are infinitely many) all the examples below have a finite number of outcomes and are discrete, but so is the following:  watch the night sky for falling stars for 1 hour, record how many you see, then S={0,1,2,3,4,5,….} which is infinite.

In the examples complete the model by assigning probabilities to the outcomes.

Example 1.  Toss a fair coin.   S={Heads, Tails}

Example 2:  Toss 2 fair coins.    S={HH,HT,TH,TT}

Example 3:  Toss 2 fair coins.    S={0 H, 1 H, 2 H}

(note the sample space is not equally likely, we can use Example 2 to help fill in the probabilities)

Example 4:  Roll a fair die and count the number of pips on the upside.   S={1,2,3,4,5,6}
Example 5:  Roll 2 fair dice and count the pips on each die.  

There are 36 equally likely outcomes.
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Example 6:  Roll 2 fair dice and count the total of the pips shown.   S={2,3,4,5,6,7,8,9,10,11,12} (note this sample space is not equally likely, we can use Example 5 to fill in the probabilities)
In Example 6 find P(7 or 11), and P(not 5).

Note that the basic rules of discrete probability make intuitive sense from our examples.  The rules are:
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P(A or B)=P(A) + P(B) provided A and B have no common occurrences

P(not E)=1-P(E)

CONTINUOUS PROBABLITY MODELS:
Continuous basically means that between any two possible answers there is always another possible answer, actually a “continuum” of possiblities.

Unlike the discrete case we can’t have the probabilities add up to 1.   Take for example people’s weights and assume we have an infinitely accurate scale.  The probability a person will weigh any one particular weight like 150 pounds is 0.  No matter how many 0’s you add you will never get them to add up to 1.  Instead we draw a probability density curve and make the area under it 1.  High sections of the curve represent more likely outcomes; low sections of the curve represent less likely outcomes. The area under the curve between two values is the probability.
Example:  Pick any number on the number line between 3 and 17.  Find the probability the number is between 6 and 8.

Solution 1:  6 to 8 is length 2 out of a total length of 14 (3 to 17), so probability is 1/7.

Solution 2:  Draw the curve and find the area under the curve from 6 to 8.

Note: Both solutions are good, but when things get complicated we need solution 2.
Note: With continuous probability models, we want you to associate probability with area under the probability density curve, this is a fundamental concept.

Example:  Take two random numbers between 0 and 1 and add them together.  The probability density curve is a triangle from 0 to 2 with peak height 1 at 1.  
Verify this is a legit probability density curve, that is, show the area under it is 1.  

Find the probability the sum is less than 1.

Find the probability the sum is less than ½.

Note the similarities of this triangle with the probability distribution of the sum of pips when rolling two dice.  With the dice we are adding two random numbers between 1 and 6 (only including 1, 2, 3, 4, 5 and 6).  With this problem we are adding two random numbers between 0 and 1 (including all the numbers between 0 and 1).  

You can simulate this on a calculator by doing RAND + RAND.  RAND is a random number between 0 and 1.  Note that RAND + RAND is NOT 2 RAND, just like rolling 1 die and doubling the number of pips is NOT the same as rolling two dice and counting the pip total.

How people find probabilities can be classified into three ways.  By experiment (free throw shooting percentage for example), by theory (tossing a fair coin for example), and by best guess (a weatherman predicting the chance of rain for tomorrow for example)

It should be noted that in most cases finding the exact probability of something occurring is not possible.  The best we can do is estimate.  For example we will never know the exact probability that a particular person will make a free-throw, but we can give an estimate by having them shoot many free-throws.  There is no such thing in the real world as a perfectly fair coin.  However, most coins are extremely close to fair, so in these cases modeling these not perfectly fair, but very close to fair coins, by a model that assumes the coins are fair is pretty good.
In mathematics we often model something in the real world and the model is not exact but is close enough it gives very useful results.  Of course there are models that are bad also.  You may see models that are not exactly how things are done in the real world, but these models are still very useful.  For example, the way we record people’s weights is not continuous (between any two answers, there is always another).  People’s weights are most likely reported to the nearest pound or maybe .1 pounds for a serious athlete.  But if we use a model of people’s weights as continuous we can still get a lot of useful information even if it is not exact.
Many times people will observe chance behavior only in the short run and give results significance, especially when something remarkable happens.  This is unfortunate because chance behavior in the short run is unpredictable.  To see the pattern of chance behavior you must look at the long run.

Example:  Suppose a 50% free-throw shooter changes her pre-shot routine and then proceeds to make 5 of her next 6 shots.  6 shots should be considered short run and not enough to see if the new routine improves her percentage.  You couldn’t tell very well unless you looked at many free-throws, say a few hundred.
Example: A grandmother predicting the sex of her grandchildren.
Example: Suppose you watch a basketball game and the announcer says “this guy has made 18 free-throws in a row”.  What usually happens next?

It should be noted that percents or probability is almost always better when making comparisons.  For example suppose Bob and Sue go shoot free throws and Bob makes 67 and Sue makes 45.  Who is better?  You can’t tell.  You would need to see how many each shot.  Maybe Bob was 67/100 and Sue was 45/50.  If so then Sue did much better.  As another example many more people are killed in New York City than Grand Junction.  Does that mean that Grand Junction is safer?  You can’t tell.  You would need to see how many people were killed per 1,000 people.
Before we continue let’s introduce some fundamental terms that will be discussed the entire semester.

We are interested in measuring the middle of a data set and how much a data set varies.  There are lots of ways of doing this, but here we give by far the most popular ways especially concerning this course.  Details of these will be discussed as the course continues. For now let’s just say that the properties of the mean tend to be fairly intuitive while the properties of the variance and standard deviation not as much, but we will try to make the basic properties make as much sense as possible.  Formulas are given, but at this time all we want to get across is that the mean is measuring the middle, and the variance and standard deviation are measuring how the data varies.  The formulas will not be used or discussed at this time.
The middle…. 

POPULATION MEAN  
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SAMPLE MEAN  
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How data varies…. 

POPULATION VARIANCE/STANDARD DEVIATION
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SAMPLE VARIANCE/STANDARD DEVIATION
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 stands for population size       
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 stands for sample size   
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  stands for data

Which three things above are the numbers we really would like to know?  Which three things above are the numbers we can always calculate?
Four important properties of the mean and variance we will use right away.
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The first three are hopefully intuitive, at least with some help.  They all will be discussed more later and hopefully the forth will seem at least reasonable.  But for now, what do they say?

The first says if we add (or subtract) the same number to each piece of data what will happen to the mean.  It says the mean will have that number also added (or subtracted). As an example, what would happen to the mean if you subtracted 7 from each piece of data?

The second says if we add (or subtract) the same number to each piece of data what will happen to the variance.  It says the variance will remain unchanged, after all moving all the data will not change how it is spread out!

The third says if we multiply (or divide) the same number to each piece of data what will happen to the mean.  It says the mean will also multiply (or divide) by this same number.  As an example, what would happen to the mean if we divided all the data by 3?

The last says if we multiply (or divide) the same number to each piece of data what will happen to the variance.  It says the variance will also multiply (or divide) by this same number.  As an example, what would happen to the variance if we divided all the data by 3?
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