HTs and CIs for comparing two means from independent samples using t
Previously we compared two means when the samples were dependent or matched pairs. An example was the reference drug versus the generic drug.  Each person did it both ways and we took the difference for each.  That was nice to turn two data sets into one!  However, what if instead we had 20 people do the reference drug and a different 20 people do the generic drug.  Then the samples would be independent and it would not make sense to subtract.  The technique for this type of data is described here.  We don’t even have to have the same number of people in each group, but they do have to have to be independent.  Often matched pairs is better, but it is not always possible so it is important to know the method presented here.

	To be mathematically precise
	To get useable/reasonable results

	The two populations must be normal.

Must have two SRSs from two distinct populations.  
The samples must be independent.
	You are OK if the two data sets have similar shapes and there are no strong outliers.  These conditions matter less and less as the sample sizes increase.

You are OK if the data can be thought to behave like a SRSs.
The samples must be independent.


The standard deviation formula is more complicated than before.  It is 
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where the X and Y represent the two sets of data.  Later in the semester this formula will be explained.
The degrees of freedom is much more complex than n-1.  However, a conservative estimate is 
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.  By conservative we mean that the true degrees of freedom will never be less than this estimate.  Another way to put it is that anything Ho rejected with this estimate for degrees of freedom will be rejected with true degrees of freedom.
There is another approximation for the degree of freedom, but let’s just use the simple one above.  We will give it just to give some insight that degrees of freedom is a very complex notion.
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Also note that if you were given both population standard deviations then you would use z instead of t.  But this would not be likely.
If data is NOT independent, that is, matched like in previous Homework, do NOT use this method.  Why not?

Imagine we want to show that in Grand Junction on average it is cooler 1 hour after sunset than it is at sunset. Suppose we have data for 50 days at random and for each of those days we have the temperature at sunset and the temperature 1 hour after sunset.  (so the data is NOT independent)

Using the method from previous homework we would find the differences for each of the 50 days and those differences would probably be fairly consistent and hence have a _______________ standard deviation. 
To prove a HT we want a _____________ z or t which a

 __________ standard deviation will help us get.  So we 

would have a pretty good chance of proving what we want.
On the other hand if we tried the Independent method and used 
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for the standard deviation, the standard deviation of the sunset temperatures would be _________

and the standard deviation of the 1 hour after temperatures would also be _______.  Making 
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________, 

making the t _________ very much decreasing our chances 

of proving what we want. 

The moral to this story is that if the data are paired up, first find the differences, that is turn 2 data sets into 1 data set. This will make the HT easier and correct.  If you have matched (dependent) data and you treat it as independent it will be more work and NOT correct!
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