INTRO TO HYPOTHESIS TESTING

There is a lot of terminology in Hypothesis Testing (also called Tests of Significance).  We will give you the terminology and the general idea.  It might take many examples before you get all the details.  It is an excellent idea to read through this set of overheads many times after you are have done or tried more and more hypothesis tests.  Will we be doing lots of Hypothesis Tests (HT) and Confidence Intervals (CI).  If you get the general idea it will seem as if we are basically doing the same thing over and over with only minor changes.

Let’s start with an example to illustrate the idea of HTs.  Suppose Joe wants to give you very good proof that he is better than an 80%  free-throw shooter.  We could have Joe go shoot 100 free-throws.  Let’s make a chart of how many he makes out of 100 and our thoughts.

	How many made out of 100
	Our thoughts on how good the proof is

	
	


Notice this problem is subjective, but at some number made you must be pretty sure that it wasn’t just luck.  Where do you think this number might be?  

Now for the terminology and general idea:

· Ho: null hypothesis
· Ha: alternative hypothesis
· Ho and Ha are opposites.
· Goal is to reject Ho and “prove” Ha.
· It is not a question of which of Ho or Ha is more likely.
· Quite often you have evidence that Ho is wrong, the real question is whether or not that evidence is strong enough.
· You are never 100% sure about Ha being correct, but in the case that Ho is true, you will have a chance of error less than alpha of making a mistake and rejecting it.
· Alpha(
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)=significance level=prob of type I error=area of rejection region=maximum error you are willing to accept in mistakenly rejecting Ho.
· If you reject Ho incorrectly, that’s a type I error.
· If you don’t reject Ho, but you should, that’s a type II error.
· If you reject Ho, two good things happen, namely that you get to “prove” what you wanted to and you know something about your chance of error.
· If you don’t reject Ho, two bad things happen, namely you don’t get to prove what you wanted to and you don’t know much about your chance of error.
What are the Ho and Ha for the free-throw example?  

If Joe makes 82 out of 100 which is more likely?

Do you think 82 out of 100 gives real solid proof that Ho is not true?

We can take intuition out and actually look at the numbers for the free-throw example.  This table gives the probability of an 80% free-throw shooter making at least different numbers of free-throws out of 100.  How many out of 100 did you think a person had to make before to give solid evidence they were better than an 80% free-throw shooter?  After looking at the table how many do you think? By the way later in the semester we will all the tools needed to get the numbers in the table.
www.coloradomesa.edu/~epackard/htexample.doc
A good comparison is in a murder trial.  Only one person has to prove anything in a murder trial that being who? What are Ho and Ha?   Is it a question of which is more likely?   Isn’t there usually evidence of Ha but the real question is whether or not the evidence is strong enough?   Assuming the guy is innocent and the jury votes guilty, what is the maximum error, in other words, what is the alpha?  (It’s not a number it’s a phrase)  Also note that if a jury votes “guilty” you know something about the chance that the right decision was made, but if the jury votes “not guilty” you have no idea that the correct decision was made.  A “not guilty” verdict could mean anything from the jury was absolutely sure the guy didn’t do it all the way to they were pretty sure that he did do it, but had a reasonable doubt.  Benjamin Franklin is credited with saying that it is better to let 100 guilty men go free than to convict one innocent man.  Convicting an innocent man would be a type I error, while not convicting a guilty man would be a type II error.  

How to do this HT stuff?

· Start by assuming Ho true even though you are trying to reject Ho.  Notice this is what happens in the murder trial!  If for example, Ho is 
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 you need not worry about all the other possible values for 
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 in Ho). 
· Next you draw a picture of how all the sample statistics would be distributed if Ho were true.  In the picture there are 3 regions (evidence for Ho, weak evidence against Ho, and strong enough evidence against Ho (this region is you want and is called the rejection region)).  The rejection region has a total area of alpha.  The edge(s) of the rejection region should be found in a table. Think of this as a high jump bar or bars.
· Next you collect your data is see where it falls in your picture.  Think of this number as the jumper and see if it clears the bar, if it does then you have good enough evidence that Ho is not true.  If it falls in the rejection region then you reject Ho, otherwise you can’t reject Ho. We shouldn’t really say you accepted or proven Ho.  You should just say we don’t have good evidence that Ho is false.  Recall the murder trial, if the jury votes not guilty we don’t go around saying the guy was proved innocent!  (Ok maybe the defense attorney might try to spin it like that!) 
The p-value depends on the data you get and is the chance of having such strong evidence or stronger against Ho in the case that Ho is true.  If the rejection region is on the right side, then the p-value is the area to the right of number you got from your data.  Why?  This is because to the right of this number from your data is stronger evidence and the area represents the probability.  If the rejection region is to the left, then the p-value is the area to the left of the number you got from your data.  If the rejection region is on both sides then the p-value is the area of the smaller side of your number from the data doubled.  Why doubled?  This is because you have just as good evidence against Ho on both sides. We will calculate or approximate p-values from tables; in practice you might use software that calculates the p-values for you.

The p-value makes it more than a yes/no answer.  We were willing to accept up to an 
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chance of mistakenly rejecting Ho.  Giving the p-value tells us what 
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’s we could have  answered “yes” to.  HTs are real world questions and even if you are not supposed to reject Ho, you should be curious to know for which 
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’s you could have answered “yes” to.
Example:  Suppose 
[image: image9.wmf]a

was .05.  This means before you got your data you were willing to accept up to a 5% chance of mistakenly rejecting Ho and since we are assuming Ho is true there is only 5% chance of getting evidence so strong against Ho.  If the p-value turns out to be say .0093 then that means that even if you had only been willing to accept up to a 1% chance of error of mistakenly rejecting Ho you would still be able to.  On the other hand if the p-value turned out to be .2033 then that means that even if you had been willing to accept up to a 20% chance of error in mistakenly rejecting Ho, then you would have not be able to.

Things you should be able to do on any Hypothesis Test Question.
· State the Ho and Ha in everyday terms and mathematical terms. 
· Check to see if conditions are met for proceeding (Not all HT’s work on all sets of data.)
· Say (in non-technical terms) before collecting the data what will be the chance that we will mistakenly conclude Ha.   (It’s alpha if there is one value or case for Ho and less than or equal to alpha more than one value in Ho.)
· Say (in non-technical terms) before collecting the data that we do not know the chance of error that we will mistakenly not conclude Ha.   (It’s unknown)
· Find the number(s) from the table.  These are called the critical values.
· Find the number from your data.  This is called the test statistic.
· Be able to decide whether or not to reject Ho.
· Write an answer in non-technical terms.
· Give the p-value.
· Tell what the p-value means in non-technical terms.  Here is a nice format.  In the case that HO is true, the chance we would find evidence as strong or stronger than what we got in favor of HA is P-VALUE. This is assuming that all the conditions are met and there were no problems with methodology of obtaining the data. (You should fill in the capital letters so they are relative to your problem).
· Know for which values of 
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we would have answered “yes, there is sufficient proof”.

Here are a couple of examples with a p-value with a murder trial that might help understand the meaning of a p-value.

Remember in a murder trial Ho is not guilty and Ha is guilty.  Suppose that the p-value is .001.  (Of course murder trials don’t use numbers, they use opinions)  This would mean that if the guy didn’t do it (Ho is true), the chance we would have heard such strong evidence as we did (or stronger) that he did do it (Ha is true) is .001 which is very rare.  It is so rare that it will cast a lot of doubt on his innocence (Ho) and we might vote guilty.  If the p-value was .60, this would mean that if the guy didn’t do it, the chance we would have heard such strong evidence as we did (or stronger) that he did do it is 60%, which is pretty likely.  In this case not much doubt is cast on his innocence.

So the smaller the p-value the more doubt is cast on Ho.
Two examples to work out in class:

Example 1:  Do the following data give good evidence at the 1% significance level that the average lifetime of all TVs made by a certain manufacturer is more than 84 months?  Assume the population standard deviation is 10 months.  Data is a SRS of 100 TVs with a sample mean of 85.1 months.

Example 2:  Do the following data give good evidence that the mean number of speeding tickets per day in North Beavisville is different than 60?  Assume the population standard deviation is 13.42 speeding tickets per day.  Use the 5% significance level.  Here are the numbers of speeding tickets for a period of one month.  

72 45  36  68  69  71  57  60  83  26  60 72 58  87  48  59

60  56  64  68  42  57  57  58  63  49  73  75  42  63

Can you think of any problems with the data above?

Now would be a good time to reread these overheads to have more of the terminology and concepts of HTs sink in.  In fact this would be a good idea to do often!
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