CAUTIONS AND FACTS ABOUT HTs AND CIs
There are libraries of books and software with HTs and CIs in different settings.  In this course it may seem like we do them all, but in reality we only touch the surface.  However, if you by chance run into so HT or CI in some setting that we did not get around to, you should be able to easily learn it.  The reason is that the reasoning behind HTs and CIs remains basically the same.  You may want to consult with a statistician for details or to make sure that your data set is appropriate for a certain HT or CI.  It’s sort of like driving a car.  Once you know how to drive one car, it should be pretty easy to learn how to drive another car, although you might need to ask someone the details.
There are many conditions and potential problems with HTs and CIs.  Basically we will never eliminate all the problems or exactly meet all the conditions.  This does not mean that our results are of no use.  Part of being a good statistician is being able to decide if any potential problems or lack of meeting conditions exactly are minor and insignificant or if they are major and will create disasters.

It matters where the data comes.  When doing statistical inference (HTs and CIs) you are assuming your data come from a good sample or a randomized experiment.  You can not remedy flaws in the data with HTs and CIs.  Basically if you have bad data and do a HT or CI you will get a bad answer.  Getting a bad answer is not nearly as bad as believing a bad answer!
Not having an exact SRS can be a disaster or basically no problem.  Consider the following examples.

Suppose someone is interested in how our visual perceptions can be fooled by optical illusions.  An experiment is done with the sample being students in a History class at Colorado Mesa Univeristy.  Is this a SRS of all college age adults with normal vision?  Is there any reason to think this sample is different (from the population of all adults with normal vision) in anyway that would affect the experiment?  How bad would it be to just treat this sample as a SRS?

Suppose someone is interested in people’s opinions of antipoverty programs.  A questionnaire is given to a sample being students in an Economics class at Harvard.  Is this a SRS of all adults?  Is there any reason to think this sample may be different (from the population of all adults) in anyway that would affect the results?  How bad would it be to just treat this sample as a SRS?
An experiment may show a significant result, but it will not say why.  


Recall the gastric freezing example.  Imagine that at first the experiment was uncontrolled and only the gastric freezing treatment was given.  It turned out that 33% of the patients out of about 80 with the gastric freezing got better.  It is almost for sure (statistically significant) that something is causing this improvement (because 33% is not very close to 0%), but we do not know what it is.  It would be wrong to conclude it was the gastric freezing because it could be something else.  When the experiment was done also with a control group (placebo) it turned out that it wasn’t the gastric freezing!  

Outliers can distort results.  All of the HTs and CIs we do in this class are sensitive to outliers.  Always look at your data before doing inference.  Outliers should be corrected or removed if they are invalid.  You can’t just throw out data you don’t like without a very good reason.  There are techniques that are not sensitive to outliers.  By consulting with a statistician you can find an appropriate technique.  As an example the median is like the mean but is not sensitive to outliers and there are HTs for the median, although we will not do them in this course.

The margin of error (E) in a CI doesn’t cover any errors except for random sampling error (luck).  It does not fix any mistakes in gathering data, nonresponse, undercoverage, wording of questions, samples that are not random, etc.  Perhaps the name margin of error is unfortunate since it may sound like it may take into account errors!

How small should the p-value (or alpha) be?  Recall alpha is just the maximum we wish to allow the p-value to be. This depends on mainly three things.   

First of all if Ho represents something most people believe then you will need strong evidence (small p-value).  If you want to prove that someone has psychic powers you probably want to a small p-value.  If you want to prove that regular exercise will lower your BMI, you may not need such a small p-value.
Secondly, what are the consequences of rejecting Ho.  Suppose we have a breakfast cereal that is not selling well.  Maybe the box has a picture of a cereal bowl with rats all around enjoying the cereal!  Someone says that they think they can improve sales by redesigning the cereal box (perhaps get rid of the rats!).  How strong evidence do we need before we make the perhaps expensive changeover?  Here a small p-value is not really needed.  On the other hand, suppose the current box (probably without rats) is selling well.  Someone says that they think they can improve sales by redesigning the cereal box.  We may let them do so, but we want a really small p-value before we let them do it.
And last, how important is it that we get it right?  How important is it to try to prove that most college students like pepperoni on their pizza?  How important is it to try to prove that some new drug is safe?  In the pizza case we may not require the p-value to be very small, but in the drug case we surely want a very small p-value.

Many people have the misconception that a p-value over 10% is not significant.  It is common to see such things as the table:

	p-value
	Statistical significance

	Less than .01
	Very Strong

	Between .01 and .05  
	Strong

	Between .05 and .10 
	Weak

	Over .10
	None


Certainly, the lower the p-value, the better.  However, especially when the sample size(s) are small, a p-value over 10%, maybe even as high as say 30%, should not be ignored.  Suppose you have case with a small sample size and a p-value of 19%.  If you increase the sample size and the same behavior that happened in your sample continues, then the p-value will drop.  If the sample is made enough bigger, then the p-value will drop below 10% (again assuming the same behavior continues).  So a small sample with a p-value over 10% could certainly be worth investigating more.
The trend is statistics is to not even have a significance level, 
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, and only give the p-value so each person can decide for themselves if the evidence is strong enough.  However, we will take the approach that the 
[image: image2.wmf]a

should be decided with some thought by experts in the appropriate field and statisticians working together.  After 
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is chosen it should be thought of as a rough guideline, not an ironclad rule.  Perhaps like the speed limit of 75 on the interstate.  In this case experts decided what a safe speed would be and the speed limit has some flexibility to it.  For example if you are going 77 mph, you probably won’t get a ticket.  If there was no speed limit and everyone decided for themselves what a safe speed was, this might not be a great situation.  We see that letting each person decide if the p-value is small enough may also not be the best.  For each HT, we will give an 
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and also ask that the p-value be given.

Practically significant does not mean the same as statistically significant.  

As an example suppose there is some reasonably priced gas additive that is supposed to increase gas mileage.  In this case we would have Ho: no improvement and Ha: improvement.  Suppose a well designed experiment is done with a sample done on 2000 cars and the p-value turns out to be .00003, what does this mean?   Also suppose that a 99% CI for the improvement in gas mileage is 150 yards +/- 35 yards per gallon, what does this mean?   The moral to the story is that sometimes, especially with large samples, minor differences (not practical differences) that are of no real interest turn out to be statistically significant.  You can sometimes fix this problem by deciding what you mean by practical difference and adjust Ho and Ha.  For example here, we may decide that to make a practical difference the improvement must be more than 1 mile per gallon.  Then we would have Ho: no improvement or an improvement of no more than 1 mpg and Ha: an improvement of more than 1 mpg.

You should not do multiple analyses and you should beware of those who do.

Example:  Do cells phones cause brain cancer.  Here is part of an article in the New York Times from October 26, 1999.  

A hospital study that compared brain cancer patients and a similar group without brain cancer found no statistically significant association between cell phone use and a group of brain cancers known as gliomas.  But when 20 types of glioma were considered separately an association was found between phone use and one rare form.  Puzzlingly, however, the risk appeared to decrease rather than increase with greater mobile phone use.

Suppose that in fact there is no connection between any of the gliomas and cell phone use.  So each of the 20 HTs would have Ho: no connection and Ha: some connection.  Suppose that the significance level is 5% which is 1/20.  If 20 tests are done what is the chance that each individual test will make a mistake and conclude a relationship?  What is the chance there will be at least one mistake?   Why do you think that in the one case the risk appeared to decrease with greater use?
When doing a HT you should first have a reason to do the test.  If you get a small p-value then you can be reasonably sure you have found something.  Doing many different HTs to look for something is not appropriate because just by luck you will eventually reject a true Ho.  HTs are like playing Russian roulette, once and you may be Ok, do it over and over and you will eventually be in serious trouble!  Another way to put this is that even though it is easy to have a computer do many HTs after entering data, you should not use HTs as fishing expeditions for the truth.
Since conditions will rarely be met exactly, we may hesitate to get too excited about results even with a small p-value until others duplicate the study or experiment and get consistent results.  The more studies or experiments that give the same result, the better we should feel about the results.  Remember, the p-value meaning is assuming conditions are perfect, which is very hard to ensure.

As an example it is perhaps hard to believe that zinc lozenges can reduce the length of a cold.  Any experiment done is probably a group from one area and perhaps not representative of all people.  So if one experiment suggests a reduction in the length of a cold, we might be skeptical.  However, if several other independent experiments show the same, it becomes more believable.
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