Gosset’s t-statistic

Gosset’s story
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William S. Gosset (1876-1937) was the quality control engineer for Guinness Brewery in Dublin, Ireland.  He tested batches of stout to make sure the quality was high enough.  You can imagine that using large samples would not be advisable.  So he used small sample sizes such as 3 or 4.  He was performing HTs at the 5% significance level with Ho: batch OK and Ha: batch not OK.  He used the methods we have done so far with s in place of 
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. He noticed something wasn’t quite right.  He should have been rejecting about 5% of the good batches, but in fact he was rejecting about 15%.  This bugged him and he took time off to study the problem and get a graduate degree in the new field of statistics.  He developed a new family of distributions called t-distributions.  He had figured out what happens when you replace 
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 with s.  It turns out if the sample size is large, not much changes, so it didn’t bother anyone until Gosset came along.  Gosset published his results, but had to use a pseudonym (Student) as Guinness was worried about company secrets.  Gosset came up with a table of values and even guessed the formula for the t distributions, but he could not prove it.  Sir R. A. Fisher years later mathematically proved that Gosset’s guess was correct.
The only difference between using z and t for means (CI and HT): z is used if you know the population standard deviation(usually unlikely, but not too bad of a problem for large sample sizes), if you don’t know the population standard deviation you can calculate s, the sample standard deviation, if you do this replacement you are now using t.

Say s=6 based on a sample size of 1000.   The best guess for  
[image: image4.wmf]s

   is  ____, and it’s a ______ guess, so a t used here in place of z should be about the same and it is.

Say s=6 based on a sample of size 4.  The best guess for 
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  is ____, but it’s a ______ guess, so a t used here differs from the z, basically the lack of knowing 
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 adds the possibility of more variability and the t has thicker tails than the z.

df = degrees of freedom = hard to define term, but for now the df = n-1.  Here is a picture of some different t’s  and z side by side.
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Now we will give the conditions needed to do the z methods we did earlier as well as the new t methods.  We will do this throughout the rest of the material.  Keep in mind that the conditions to get useable/reasonable results are not precise, they are guidelines and there are always exceptions to these suggestions.  Also recall that there are many conditions and potential problems with HTs and CIs.  Basically we will never eliminate all the problems and be mathematically precise.  Part of being a good statistician is being able to decide if any potential problems or lack of meeting conditions exactly are minor and insignificant or if they are major and will create disasters.  If you are a mathematician you should pay attention to the left column, however, you will not be doing very many HT’s or CI’s, since you will basically never meet these conditions.  If you are a statistician you want to pay attention to the right column.
z methods:

	To be mathematically precise
	To get useable/reasonable results

	Data must be normal.
Must have a SRS.

Must know 
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.
	For n<10, if the data is anywhere close to symmetric without outliers you are OK.  For larger n only extreme skewness or outliers pose any real problems and these become less and less of a worry as  n increases.
You are OK if the data can be thought to behave like a SRS.

You are OK if n is very large if you use s.   But it is still better to use the t methods below


Knowing 
[image: image9.wmf]s

 is very unlikely so the HTs and CIs we have done so far are no good (unless the sample size is large, even in this case the methods below are preferred).

t methods:

	To be mathematically precise
	To get useable/reasonable results

	Data must be normal.

Must have a SRS.


	If n<15 you  must have the data close to normal (roughly symmetric, single peak, no outliers) , for n between 15 and 40 you are OK unless there is strong skewness or outliers, for n>40 you should be OK.
You are OK if the data can be thought to behave like a SRS.


Notice that the only difference (to be mathematically precise) from the t methods from the z methods is the omission of the unrealistic need to know
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.  Also the rough guidelines are about the same with only a little more concern about normality for the t methods.

Why do we not really care about normality of the data when the sample size is large?

When using a t table if your degrees of freedom are not one of the rows in the table, you are safe in rounding down to the next lowest degrees of freedom.  As an example if you have df=99 using our table, you are safe using df=80.  By safe we mean that if you can reject Ho by rounding down, then you would also be able to do so if your degrees of freedom were there.  Also if you give a 95% CI you can be at least 95% sure that your interval contains the correct answer, of course assuming conditions are met and the sample was obtained properly.

Degrees of freedom is a very complex thing.  To give some insight to why it is n – 1 for now we can say that to compare how n pieces of data vary you sort of need to fix one and see how the other n – 1 compare to the fixed one.
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