INTRO TO CONFIDENCE INTERVALS
Example like we have done in the past:
Suppose there is a certain breed of hen that lays eggs that have their weights normally distributed with a mean of 65g and a standard deviation of 5g.  Let’s find the middle 95% of average weights of cartons of 12 eggs, what we will find is an interval in which the sample mean will appear 95% of the time.
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middle 95% are 
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Now notice what we are doing in the above problem. We are usually interested in population numbers. For the most part we only find sample numbers to give us an idea about population numbers.   This problem gives us the population mean and asks about the sample mean.  There are exceptions, but usually if you are given the population mean you are not interested in finding a sample mean.  It is a little like knowing the results of an election and then being curious about a survey of likely voters.  The following problem is much more useful.   (There is still one part that is unrealistic, namely knowing 
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 and not just using s, we will fix this soon)
Suppose the sample mean is 65g based on a sample of size 12.   (Could you imagine knowing this? What about knowing the population mean is 65?)  Suppose the data is close to normal which is all we need because samples of size 12 will be much closer to normal than the original data.  Assume the population standard deviation is 5g (Could you imagine knowing this?  What would be more realistic to know?      We will fix this problem eventually.)

What is an interval of numbers in which we will have a 95% chance of having the population mean?  Notice the population mean is unknown, but a constant.  Whatever interval we get, the population mean is either in there or not (we will probably never know), but the process we do has a 95% chance that the population mean is in the interval.  This will be called a 95% confidence interval for the population mean.
With notation the first example we found the E in the following:  
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  (It turned out that E was 2.829.)  In the more realistic example we wanted to find the E in 
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   Turns out they are the same! (Switching 
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    doesn’t change anything)  Here’s proof.
The inside of the first P is
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 move the E’s to other sides to get
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  putting these to we get
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  which is the inside of the second P.

So the answer to the more realistic question is the same, namely 
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The 65 is easy to come up with and by looking at the 2.829 we can see where it came from and we won’t even need to draw a picture.  The 2.829 is the called the margin of error or the 
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 part and we call it in our notation E.

The formula for E is 
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Some properties of confidence intervals:

As the confidence level goes up the E gets___________ (bigger or smaller)
All things being equal we would like the E to be ________ (big or small)

To get this desired result you hope your data has a ___________ (big or small) standard deviation. 

What happens to the E as the sample size, n, goes up? ____________ (gets bigger or smaller)

We can make E smaller by taking a larger sample size n.  So it is useful to solve the last formula for n in case we are asked to control the margin of error (E).  If we do, we get
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Notice if someone wants E to be a certain number, they should be even happier if we give them an E smaller than what they asked for.  This means if a certain sample size works, so will a bigger sample size.
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