HTs and CIs for one proportion
Let us summarize important statistic/parameter pairs we have so far and introduce a new pair.

	Statistic
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 (sample mean)
	s (sample standard deviation)
	p’ (sample proportion)

	Corresponding Parameter
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(population mean)
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(population standard deviation)
	p (population proportion)


The standard deviation formula for one proportion takes on the form
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 where  q is 1-p.  Later in the semester this formula will be explained.
Note that if p (and q) are not known or assumed to be known, then use p’ (and q’) to estimate the standard deviation.
So for HTs, since Ho will be assumed true and hence we are assuming we know p, then we use 
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, but for CIs we no such assumption is made we use 
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	To be mathematically precise
	To get useable/reasonable results

	Never, but as n increases you are closer and closer to mathematical preciseness.

Must have a SRS
	You are OK if np and nq exceed 10.  Also the population must be much larger than the sample.

You are OK if the data can be thought to behave like a SRS.


The margin of error, 
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, if we solve for n we get 
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.  However, you will not know p and q, most likely.  There are two ways to take care of this.  First we could just make n as big as possible, that way we guarantee that no matter what, we will have a sample size that will yield a margin of error as desired or smaller (better).  To make n as big as possible means making pq has big as possible and this happens when p=q=.5.  The other way is to approximate p with p’.  This way we would get a sample size that should be give a margin of error pretty close to desired.  (The better the prediction p’ is for p, the better).

A consequence of the previous paragraph is that it is easier to predict rare or common events probabilities than ones that are near 50%.  As an example which would be easier to predict to within +/- 3%?  A) The probability someone can make a free-throw, or B) The probability someone can make a 3/4 court shot?

These methods are for large sample sizes.  There are other techniques for smaller sample sizes, but we will not discuss them other than the following.  Suppose someone shoots free-throw and makes 0 out of 4.  That is 0%!  Does it seem reasonable that 0% is the best estimate for the percentage of all free-throws this person could ever shoot?  It turns out that there is an almost magical better guess.  It involves adding 2 successes and 2 failures.  We won’t discuss why.  But if we do this our best guess becomes 2 out of 8 which is 25%.  For small sample sizes it is best to always add to successes and two failures and some experts recommend always doing this.  However we will pass.
_1276969233.unknown

_1276969444.unknown

_1288176294.unknown

_1276892088.unknown

_1276968874.unknown

_1276969215.unknown

_1276892140.unknown

_1276891554.unknown

